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1. Introduction

We begin by describing TCP's use of packet drops as an indication of
congestion. Next we explain that with the addition of active queue
managenment (e.g., RED) to the Internet infrastructure, where routers
det ect congestion before the queue overflows, routers are no | onger
limted to packet drops as an indication of congestion. Routers can
i nstead set the Congestion Experienced (CE) codepoint in the IP
header of packets from ECN capable transports. W describe when the
CE codepoint is to be set in routers, and describe nodifications
needed to TCP to make it ECN capable. Mdifications to other
transport protocols (e.g., unreliable unicast or nmulticast, reliable
mul ticast, other reliable unicast transport protocols) could be
consi dered as those protocols are devel oped and advance through the
standards process. W also describe in this docunent the issues

i nvol ving the use of ECNwithin IP tunnels, and within I Psec tunnels
in particular.

One of the guiding principles for this docunent is that, to the
extent possible, the nechani snms specified here be increnentally

depl oyable. One challenge to the principle of increnental depl oynent
has been the prior existence of some |IP tunnels that were not
conpatible with the use of ECN. As ECN becones depl oyed, non-
conmpatible I P tunnels will have to be upgraded to conformto this
docunent .

Thi s docunent obsol etes RFC 2481, "A Proposal to add Explicit
Congestion Notification (ECN) to IP", which defined ECN as an

Experi mental Protocol for the Internet Community. This docunent also
updates RFC 2474, "Definition of the Differentiated Services Field
(DS Field) in the 1Pv4 and | Pv6 Headers™, in defining the ECN field
in the | P header, RFC 2401, "Security Architecture for the Internet
Protocol" to change the handling of IPv4 TCS Byte and | Pv6 Traffic
Cass Cctet in tunnel node header construction to be conpatible with
the use of ECN, and RFC 793, "Transmi ssion Control Protocol", in
defining two new flags in the TCP header.

TCP' s congestion control and avoidance algorithns are based on the
notion that the network is a bl ack-box [Jacobson88, Jacobson90]. The
network’s state of congestion or otherwi se is determ ned by end-
systens probing for the network state, by gradually increasing the

| oad on the network (by increasing the wi ndow of packets that are
outstanding in the network) until the network becones congested and a
packet is lost. Treating the network as a "bl ack-box" and treating
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| oss as an indication of congestion in the network is appropriate for
pure best-effort data carried by TCP, with little or no sensitivity
to delay or loss of individual packets. |In addition, TCP' s
congesti on managenent al gorithns have techniques built-in (such as
Fast Retransmit and Fast Recovery) to mininize the inpact of |osses,
froma throughput perspective. However, these nechanisns are not
intended to help applications that are in fact sensitive to the del ay
or loss of one or nore individual packets. Interactive traffic such
as tel net, web-browsing, and transfer of audio and video data can be
sensitive to packet |osses (especially when using an unreliable data
delivery transport such as UDP) or to the increased |latency of the
packet caused by the need to retransnit the packet after a loss (wth
the reliable data delivery semantics provided by TCP)

Since TCP determ nes the appropriate congesti on wi ndow to use by
gradual Iy increasing the window size until it experiences a dropped
packet, this causes the queues at the bottleneck router to build up
Wth nost packet drop policies at the router that are not sensitive
to the | oad placed by each individual flow (e.g., tail-drop on queue
overflow), this nmeans that sone of the packets of |atency-sensitive
flows may be dropped. In addition, such drop policies lead to
synchroni zati on of |oss across nmultiple flows.

Active queue managenent nechani sns detect congestion before the queue
overfl ows, and provide an indication of this congestion to the end
nodes. Thus, active queue nanagenent can reduce unnecessary queui ng
delay for all traffic sharing that queue. The advantages of active
gueue managenent are discussed in RFC 2309 [ RFC2309]. Active queue
managenent avoi ds sone of the bad properties of dropping on queue
overflow, including the undesirable synchronization of |oss across
multiple flows. Mre inportantly, active queue managenent neans that
transport protocols with nechanisns for congestion control (e.g.

TCP) do not have to rely on buffer overflow as the only indication of
congesti on.

Active queue managenent nechani sns nay use one of several nethods for
i ndi cating congestion to end-nodes. One is to use packet drops, as is
currently done. However, active queue nanagenent allows the router to
separate policies of queuing or dropping packets fromthe policies
for indicating congestion. Thus, active queue managenent all ows
routers to use the Congestion Experienced (CE) codepoint in a packet
header as an indication of congestion, instead of relying solely on
packet drops. This has the potential of reducing the inpact of |oss
on |l atency-sensitive flows.
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There exi st sone m ddl eboxes (firewalls, |oad bal ancers, or intrusion
detection systens) in the Internet that either drop a TCP SYN packet
configured to negotiate ECN, or respond with a RST. This docunent
speci fies procedures that TCP inpl enentati ons may use to provide
robust connectivity even in the presence of such equi pnent.

2. Conventions and Acronyns

The keywords MJUST, MJST NOT, REQUI RED, SHALL, SHALL NOT, SHOULD
SHOULD NOT, RECOMIVENDED, MAY, and OPTI ONAL, when they appear in this
docunent, are to be interpreted as described in [ RFC2119].

3. Assunptions and General Principles

In this section, we describe sonme of the inportant design principles
and assunptions that guided the design choices in this proposal

* Because ECN is likely to be adopted gradual |y, accommopdati ng
mgration is essential. Some routers nmay still only drop packets
to indicate congestion, and sone end-systens nmay not be ECN
capabl e. The nost viable strategy is one that accomopdates
i ncrenent al depl oynent without having to resort to "islands" of
ECN- capabl e and non- ECN- capabl e environnents.

* New nechani sns for congestion control and avoi dance need to co-
exi st and cooperate with existing nmechani sns for congestion
control. In particular, new nmechani snms have to co-exist with
TCP's current nethods of adapting to congestion and with
routers’ current practice of dropping packets in periods of
congesti on.

* Congestion may persist over different tine-scales. The tine
scales that we are concerned with are congestion events that may
| ast longer than a round-trip tine.

* The nunber of packets in an individual flow (e.g., TCP
connection or an exchange using UDP) may range froma snall
nunber of packets to quite a |large nunber. W are interested in
managi ng the congestion caused by flows that send enough packets
so that they are still active when network feedback reaches
t hem

* Asymmetric routing is likely to be a normal occurrence in the
Internet. The path (sequence of links and routers) followed by
data packets may be different fromthe path foll owed by the
acknow edgnment packets in the reverse direction.
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4.

* Many routers process the "regular" headers in | P packets nore
efficiently than they process the header infornmation in IP
options. This suggests keepi ng congestion experienced
information in the regul ar headers of an |IP packet.

* |t nmust be recognized that not all end-systens will cooperate in
mechani snms for congestion control. However, new nechanisns
shouldn’t make it easier for TCP applications to disable TCP
congestion control. The benefit of |ying about participating in
new nmechani sns such as ECN-capability should be snall.

Active Queue Managenent (AQM

Random Early Detection (RED) is one nechanismfor Active Queue
Managenment (AQV) that has been proposed to detect incipient
congestion [FJ93], and is currently being deployed in the |Internet

[ RFC2309]. AQ@Jis neant to be a general nechani smusing one of
several alternatives for congestion indication, but in the absence of
ECN, AQMis restricted to using packet drops as a nechani sm for
congestion indication. AQM drops packets based on the average queue
| engt h exceeding a threshold, rather than only when the queue
overflows. However, because AQM may drop packets before the queue
actually overflows, AQMis not always forced by nenory limtations to
di scard the packet.

AQM can set a Congestion Experienced (CE) codepoint in the packet
header instead of dropping the packet, when such a field is provided
in the | P header and understood by the transport protocol. The use
of the CE codepoint with ECN all ows the receiver(s) to receive the
packet, avoiding the potential for excessive delays due to

retransm ssions after packet |osses. W use the term’CE packet’ to
denote a packet that has the CE codepoint set.

Explicit Congestion Notification in IP

This docunent specifies that the Internet provide a congestion

i ndi cation for incipient congestion (as in RED and earlier work
[RI90]) where the notification can sonetines be through marking
packets rather than dropping them This uses an ECN field in the IP
header with two bits, making four ECN codepoints, '00° to '11'. The
ECN- Capabl e Transport (ECT) codepoints 10" and '01' are set by the
data sender to indicate that the end-points of the transport protoco
are ECN-capable; we call them ECT(0) and ECT(1) respectively. The
phrase "the ECT codepoint” in this docunents refers to either of the
two ECT codepoints. Routers treat the ECT(0) and ECT(1l) codepoints
as equivalent. Senders are free to use either the ECT(0) or the
ECT(1) codepoint to indicate ECT, on a packet-by-packet basis.
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The use of both the two codepoints for ECT, ECT(0) and ECT(1), is
notivated primarily by the desire to allow nechanisns for the data
sender to verify that network el ements are not erasing the CE
codepoi nt, and that data receivers are properly reporting to the
sender the receipt of packets with the CE codepoint set, as required

by the transport protocol. Guidelines for the senders and receivers
to differentiate between the ECT(0) and ECT(1) codepoints will be
addressed in separate docunents, for each transport protocol. In

particular, this docunent does not address nechanisns for TCP end-
nodes to differentiate between the ECT(0) and ECT(1) codepoints.
Protocol s and senders that only require a single ECT codepoi nt SHOULD
use ECT(0).

The not - ECT codepoint '00" indicates a packet that is not using ECN
The CE codepoint '11' is set by a router to indicate congestion to
the end nodes. Routers that have a packet arriving at a full queue
drop the packet, just as they do in the absence of ECN

S e S e +
| ECN FI ELD |
o - +oeem - +
ECT CE [ bsol ete] RFC 2481 nanmes for the ECN bits.

0 0 Not - ECT

0 1 ECT(1)

1 0 ECT(0)

1 1 CE

Figure 1: The ECN Field in IP

The use of two ECT codepoints essentially gives a one-bit ECN nonce

i n packet headers, and routers necessarily "erase" the nonce when
they set the CE codepoint [SCWA99]. For exanple, routers that erased
the CE codepoint would face additional difficulty in reconstructing
the original nonce, and thus repeated erasure of the CE codepoint
woul d be nore likely to be detected by the end-nodes. The ECN nonce
al so can address the problem of m sbehaving transport receivers |ying
to the transport sender about whether or not the CE codepoint was set
in a packet. The notivations for the use of two ECT codepoints is

di scussed in nore detail in Section 20, along with sone discussion of
alternate possibilities for the fourth ECT codepoint (that is, the
codepoint '01'). Backwards conpatibility with earlier ECN

i npl enentations that do not understand the ECT(1) codepoint is

di scussed in Section 11

In RFC 2481 [ RFC2481], the ECN field was divided into the ECN Capabl e
Transport (ECT) bit and the CE bit. The ECN field with only the

ECN- Capabl e Transport (ECT) bit set in RFC 2481 corresponds to the
ECT(0) codepoint in this docunent, and the ECN field with both the
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ECT and CE bit in RFC 2481 corresponds to the CE codepoint in this
docunent. The '01' codepoint was |left undefined in RFC 2481, and
this is the reason for recommendi ng the use of ECT(0) when only a
singl e ECT codepoint is needed.

0 1 2 3 4 5 6 7
T T T T T T T T +
| DS FI ELD, DSCP | ECN FIELD |
R — T T T T T R — T +

DSCP: differentiated services codepoi nt
ECN: Explicit Congestion Notification

Figure 2: The Differentiated Services and ECN Fields in IP

Bits 6 and 7 in the IPv4 TCS octet are designated as the ECN field.
The 1 Pv4 TCS octet corresponds to the Traffic Class octet in |Pv6,
and the ECN field is defined identically in both cases. The
definitions for the IPv4 TOS octet [RFC791] and the IPv6 Traffic

Ol ass octet have been superseded by the six-bit DS (D fferentiated
Services) Field [RFC2474, RFC2780]. Bits 6 and 7 are listed in

[ RFC2474] as Currently Unused, and are specified in RFC 2780 as
approved for experinmental use for ECN. Section 22 gives a brief
history of the TGOS octet

Because of the unstable history of the TOS octet, the use of the ECN
field as specified in this docunent cannot be guaranteed to be
backwards conpatible with those past uses of these two bits that
pre-date ECN. The potential dangers of this |lack of backwards
conpatibility are discussed in Section 22.

Upon the receipt by an ECN- Capabl e transport of a single CE packet,
the congestion control algorithnms followed at the end-systens MJST be
essentially the same as the congestion control response to a *single*
dropped packet. For exanple, for ECN Capable TCP the source TCP is
required to halve its congestion wi ndow for any w ndow of data

contai ning either a packet drop or an ECN indication

One reason for requiring that the congestion-control response to the
CE packet be essentially the same as the response to a dropped packet
is to acconmodate the increnental depl oynment of ECN in both end-
systens and in routers. Sone routers nay drop ECN Capabl e packets
(e.g., using the sane AQM policies for congestion detection) while

ot her routers set the CE codepoint, for equivalent |evels of
congestion. Sinmilarly, a router mght drop a non- ECN- Capabl e packet
but set the CE codepoint in an ECN Capabl e packet, for equival ent
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| evel s of congestion. |If there were different congestion contro
responses to a CE codepoint than to a packet drop, this could result
inunfair treatnent for different flows.

An additional goal is that the end-systens should react to congestion
at nost once per wi ndow of data (i.e., at nobst once per round-trip
tine), to avoid reacting nmultiple tines to nultiple indications of
congestion within a round-trip tine.

For a router, the CE codepoint of an ECN Capabl e packet SHOULD only
be set if the router would ot herwi se have dropped the packet as an

i ndi cation of congestion to the end nodes. Wien the router’s buffer
is not yet full and the router is prepared to drop a packet to inform
end nodes of incipient congestion, the router should first check to
see if the ECT codepoint is set in that packet’s IP header. |If so,
then instead of dropping the packet, the router MAY instead set the
CE codepoint in the |IP header

An environnment where all end nodes were ECN Capable could all ow new
criteria to be devel oped for setting the CE codepoi nt, and new
congestion control mechani sns for end-node reaction to CE packets.
However, this is a research issue, and as such is not addressed in
this docunent.

When a CE packet (i.e., a packet that has the CE codepoint set) is
received by a router, the CE codepoint is |left unchanged, and the
packet is transnmitted as usual. Wen severe congestion has occurred
and the router’s queue is full, then the router has no choice but to
drop sonme packet when a new packet arrives. W anticipate that such
packet | osses will becone relatively infrequent when a mgjority of
end- syst ens becone ECN Capabl e and participate in TCP or other
conpati bl e congestion control nechanisns. | n an ECN- Capabl e
environnent that is adequately-provisioned, packet |osses should
occur primarily during transients or in the presence of non-
cooperating sources.

The above di scussi on of when CE nay be set instead of dropping a
packet applies by default to all Differentiated Services Per-Hop
Behavi ors (PHBs) [RFC 2475]. Specifications for PHBs MAY provide
nmore specifics on how a conpliant inplenentation is to choose between
setting CE and dropping a packet, but this is NOI REQU RED. A router
MUST NOT set CE instead of dropping a packet when the drop that woul d
occur is caused by reasons other than congestion or the desire to

i ndi cate incipient congestion to end nodes (e.g., a diffserv edge
node may be configured to unconditionally drop certain classes of
traffic to prevent themfromentering its diffserv domain).
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We expect that routers will set the CE codepoint in response to

i nci pi ent congestion as indicated by the average queue size, using
the RED al gorithms suggested in [FJ93, RFC2309]. To the best of our
know edge, this is the only proposal currently under discussion in
the I1ETF for routers to drop packets proactively, before the buffer
overflows. However, this docunent does not attenpt to specify a
particul ar nmechani smfor active queue nmanagenent, |eaving that
endeavor, if needed, to other areas of the IETF. While ECN is
inextricably tied up with the need to have a reasonabl e active queue
managenent mnechani smat the router, the reverse does not hold; active
gqueue managenent nechani sns have been devel oped and depl oyed

i ndependent of ECN, using packet drops as indications of congestion
in the absence of ECNin the |IP architecture.

5.1. ECN as an Indication of Persistent Congestion

We enmphasi ze that a *single* packet with the CE codepoint set in an
| P packet causes the transport |ayer to respond, in terns of
congestion control, as it would to a packet drop. The instantaneous
queue size is likely to see considerable variations even when the
router does not experience persistent congestion. As such, it is

i mportant that transient congestion at a router, reflected by the

i nst ant aneous queue size reaching a threshold nuch smaller than the
capacity of the queue, not trigger a reaction at the transport |ayer
Therefore, the CE codepoint should not be set by a router based on

t he i nstantaneous queue si ze.

For exanple, since the ATM and Frane Rel ay nmechani snms for congestion
i ndi cation have typically been defined w thout an associ ated notion
of average queue size as the basis for determ ning that an

i nternedi ate node is congested, we believe that they provide a very
noi sy signal. The TCP-sender reaction specified in this document for
ECN is NOT the appropriate reaction for such a noisy signal of
congestion notification. However, if the routers that interface to
the ATM network have a way of maintaining the average queue at the
interface, and use it to cone to a reliable determ nation that the
ATM subnet is congested, they nay use the ECN notification that is
defined here.

We continue to encourage experinments in techniques at |layer 2 (e.g.
in ATM switches or Frame Relay switches) to take advantage of ECN
For exanple, using a schene such as RED (where packet marking is
based on the average queue |l ength exceeding a threshold), |ayer 2
devices could provide a reasonably reliable indication of congestion
When all the layer 2 devices in a path set that layer’s own
Congesti on Experienced codepoint (e.g., the EFCl bit for ATM the
FECN bit in Frame Relay) in this reliable manner, then the interface
router to the layer 2 network could copy the state of that |ayer 2
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Congesti on Experienced codepoint into the CE codepoint in the IP
header. We recognize that this is not the current practice, nor is
it in current standards. However, encouragi ng experinentation in this
manner may provide the information needed to enabl e evol ution of

exi sting |l ayer 2 nechanisns to provide a nore reliable neans of
congestion indication, when they use a single bit for indicating
congesti on.

5.2. Dropped or Corrupted Packets

For the proposed use for ECN in this docunent (that is, for a
transport protocol such as TCP for which a dropped data packet is an
i ndi cation of congestion), end nodes detect dropped data packets, and
t he congestion response of the end nodes to a dropped data packet is
at least as strong as the congestion response to a received CE
packet. To ensure the reliable delivery of the congestion indication
of the CE codepoint, an ECT codepoint MJUST NOT be set in a packet

unl ess the |l oss of that packet in the network would be detected by
the end nodes and interpreted as an indication of congestion.

Transport protocols such as TCP do not necessarily detect all packet
drops, such as the drop of a "pure" ACK packet; for exanple, TCP does
not reduce the arrival rate of subsequent ACK packets in response to
an earlier dropped ACK packet. Any proposal for extending ECN
Capability to such packets would have to address issues such as the
case of an ACK packet that was marked with the CE codepoint but was

| ater dropped in the network. W believe that this aspect is stil

the subject of research, so this docunent specifies that at this
time, "pure" ACK packets MJIST NOT indicate ECN Capability.

Simlarly, if a CE packet is dropped later in the network due to
corruption (bit errors), the end nodes should still invoke congestion
control, just as TCP would today in response to a dropped data
packet. This issue of corrupted CE packets would have to be
considered in any proposal for the network to distinguish between
packets dropped due to corruption, and packets dropped due to
congestion or buffer overflow. In particular, the ubiquitous

depl oynent of ECN would not, in and of itself, be a sufficient

devel opnent to all ow end-nodes to interpret packet drops as

i ndi cations of corruption rather than congestion

5.3. Fragnentation

ECN- capabl e packets MAY have the DF (Don't Fragnent) bit set.
Reassenbly of a fragmented packet MUST NOT | ose indications of

congestion. In other words, if any fragnent of an |IP packet to be
reassenbl ed has the CE codepoint set, then one of two actions MJST be
t aken:
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* Set the CE codepoint on the reassenbl ed packet. However, this
MUST NOT occur if any of the other fragnents contributing to
this reassenbly carries the Not-ECT codepoint.

* The packet is dropped, instead of being reassenbled, for any
ot her reason.

If both actions are applicable, either MAY be chosen. Reassenbly of
a fragnented packet MJUST NOT change the ECN codepoi nt when all of the
fragments carry the same codepoint.

We woul d note that because RFC 2481 did not specify reassenbly

behavi or, ol der ECN i npl enentations conformant with that Experinental
RFC do not necessarily performreassenbly correctly, in ternms of
preserving the CE codepoint in a fragment. The sender could avoid

t he consequences of this behavior by setting the DF bit in ECN
Capabl e packets.

Situations may arise in which the above reassenbly specification is
insufficiently precise. For exanple, if there is a malicious or
broken entity in the path at or after the fragnentation point, packet
fragments could carry a m xture of ECT(0), ECT(1), and/or Not-ECT
codepoi nts. The reassenbly specification above does not pl ace

requi renents on reassenbly of fragnments in this case. |In situations
where nore precise reassenbly behavior would be required, protocol
speci ficati ons SHOULD i nstead specify that DF MJUST be set in al

ECN- capabl e packets sent by the protocol

6. Support fromthe Transport Protoco

ECN requires support fromthe transport protocol, in addition to the
functionality given by the ECN field in the | P packet header. The
transport protocol mght require negotiation between the endpoints
during setup to deternmine that all of the endpoints are ECN capabl e,
so that the sender can set the ECT codepoint in transmtted packets.
Second, the transport protocol nust be capabl e of reacting
appropriately to the receipt of CE packets. This reaction could be
in the formof the data receiver inform ng the data sender of the
recei ved CE packet (e.g., TCP), of the data receiver unsubscribing to
a layered multicast group (e.g., RRM[MIV96]), or of some other
action that ultimately reduces the arrival rate of that flow on that
congested link. CE packets indicate persistent rather than transient
congestion (see Section 5.1), and hence reactions to the receipt of
CE packets should be those appropriate for persistent congestion

Thi s docunent only addresses the addition of ECN Capability to TCP

| eaving i ssues of ECN in other transport protocols to further
research. For TCP, ECN requires three new pieces of functionality:
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negoti ati on between the endpoints during connection setup to
determine if they are both ECN capable; an ECN-Echo (ECE) flag in the
TCP header so that the data receiver can informthe data sender when
a CE packet has been received; and a Congesti on W ndow Reduced (CWR)
flag in the TCP header so that the data sender can informthe data
recei ver that the congestion wi ndow has been reduced. The support
required fromother transport protocols is likely to be different,
particularly for unreliable or reliable nulticast transport

protocols, and will have to be deternined as other transport
protocol s are brought to the I ETF for standardization

In a mld abuse of terminology, in this document we refer to ‘' TCP
packets’ instead of ‘TCP segnents’.

6.1. TCP

The follow ng sections describe in detail the proposed use of ECN in
TCP. This proposal is described in essentially the sane formin

[ Fl oyd94]. We assune that the source TCP uses the standard congestion
control algorithms of Slowstart, Fast Retransnmit and Fast Recovery

[ RFC2581] .

This proposal specifies two new flags in the Reserved field of the
TCP header. The TCP nechani sm for negotiating ECN- Capability uses
the ECN-Echo (ECE) flag in the TCP header. Bit 9 in the Reserved
field of the TCP header is designated as the ECN-Echo flag. The

| ocation of the 6-bit Reserved field in the TCP header is shown in
Figure 4 of RFC 793 [RFC793] (and is reproduced bel ow for

compl eteness). This specification of the ECN Field | eaves the
Reserved field as a 4-bit field using bits 4-7.

To enable the TCP receiver to determ ne when to stop setting the

ECN- Echo flag, we introduce a second new flag in the TCP header, the
CWR flag. The CWR flag is assigned to Bit 8 in the Reserved field of
the TCP header.

o 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
I e e C L T e e L L s L S
I I | Ul Al P| R] S| F|
| Header Length | Reserved | R] C| S| S| Y| I
I I | G| K| H| T] NJ| N|
B T ST LT T S T I

Figure 3: The old definition of bytes 13 and 14 of the TCP
header.
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o 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
I e e C L T e e L L s L S
I I | CI E]l U] A] P| R| S| F|
| Header Length | Reserved | W| C| Rl C| S| S| Y| I
I I | RI E]l G| K| H| T| NJ NJ
B T ST LT T S T I

Figure 4: The new definition of bytes 13 and 14 of the TCP
Header .

Thus, ECN uses the ECT and CE flags in the I P header (as shown in
Figure 1) for signaling between routers and connection endpoints, and
uses the ECN-Echo and CAR flags in the TCP header (as shown in Figure
4) for TCP-endpoint to TCP-endpoint signaling. For a TCP connection
a typical sequence of events in an ECN-based reaction to congestion
is as follows:

* An ECT codepoin